Automatic
Labeling/Annotation of
Image and Video Data
for Feature Extraction




Project Vision

* Most Computer Vision (CV) projects revolve around training a Machine
Learning (ML) model to classify images or objects in images. This requires an
annotated image dataset that, historically, must be carefully compiled by hand.

* Our project seeks to bypass the inefficiency of annotating image data by hand
through an automated approach.

* \WWe will be developing a ML algorithm to take a set of unlabeled images and
output a COCO-formatted annotation file with all the annotations and labels for
object masks found within each image in the dataset.
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Technical and/or other constraints
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Market Survey




Conceptual Design Diagram
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Components (cont.)




Risk Mitigation Plan
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System Design
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Input Images
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Prototype Implementations
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Design Cycle - Semester 1
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Development Cycle - Semester 2
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Testing Plan Description
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Unit/Interface Testing

* For unit testing, we will manually observe each individual step of the pipeline and
ensure that each step iIs performing as intended

- For image processing, we will observe the output to confirm images are processed and
cropped correctly

- For the contrastive learning model stage, we will compare several feature vectors that
represent similar object instances and ensure that the vectors have similar data
For dimensionality reduction, we will transform the data created from the vectors and
visualize it to see if it is possible to create clusters from it



Unit/Interface Testing (cont.)
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